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Abstract

2" MIRACLE Workshop has been organized as a psft/SiCLE
International Workshop on Computationiaitelligence for
Multimedia Understanding3-4 October 2013, in Dedeman
Antalya Hotel and Convention Center, Antalya Turkey. The
Workshop had 22 presentations, 4 of whom are from MIRAC
Workshop.
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Introduction

2" MIRACLE Workshop was organized as a part of MUSCLE International Workshop on Computational
Intelligence for Multimedia Understanding;430ctober 2013, in Dedeman Antalya Hotel and

Convention Center, Antalya Turkey. Two sessions consisting of four paykas invited presentation

by Prof. Metin Gurcan of Ohio State University are presented during the WorksBauiehtists

attended the meeting as shown in Figure 1.

Figurel Audience

Workshop technical program is givealow in Table 1.
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OUT-OF-SAMPLE CALIBRATION APPROACH FOR CLASSIFICATION METHODS
BASED ON SPECTRAL GRAPH THEORY

Belhomme Philippe’, Toralba Simon’, Plancoulaine Benoit', Oger Myriam®, Bor-Angelier Catherine’”

'PATHIMAGE EA 4656, Normandie Université; UNICAEN, CLCC F. Baclesse, Caen, France
*Pathology department, CLCC F. Baclesse, Caen, France

ABSTRACT

Spectral graph theory (SGT) relies on the study of properties
of a graph in relationship to eigenvalues and eigenvectors of
Markov matrices. SGT is commonly used for dimensionality
reduction, machine learning (classification, clustering) but is
very CPU consuming. This is a problem for “out-of-sample”
applications aiming to compare new unknown complex
objets to an already built database. In this paper, we present
a simple method allowmg to get around this problem by
adding to Markov matrices some “spy points” later used to
calibrate the unknown data with a knowledge database. The
spectral graph theory method studied here relies on diffusion
maps. Results obtained on artificial images composed of
texture samples and on virtual slides of follicular
lymphomas are serve to explain the general approach.

Index Terms— Spectral graph theory, manifold
learning, virtual slide images, out-of-sample extension

1. INTRODUCTION

Research 1n signal and image analysis is going on for many
decades now and 1s directly linked with the exceptional
development of computer technologies. But after all these
years, it must be admit that there are not so many real
working applications in practice, especially in the medicine
area where the expert's eye is still more accurate and faster
than many automated systems dealing with large amounts of
data. However, reliable automated systems could really help
pathologists i their daily work as the number of
pathological cases increases as far as the early screening
campaigns do. To illustrate this statement with a medical
case, for example images of histological tissue sections, the
complex structures to be observed, the very large staining
differences encountered with preparations providing from
different laboratories and even from the same one, the image
file size being more and more large for they are now
acquired on digital scanners at higher resolutions (a typical
virtual slide image (VSI) is commonly 50 Gb now), all these
finally assimilate image processing to the analysis of masses
of more or less correlated non-linear data. In some previous
works dedicated to the development of a computer-aided
diagnosis system (CADS) based on image retrieval and

classification [1,2], we have used a method coming from
spectral graph theory, the diffusion maps (DM) [3], to
process VSI split in small parts called 'patches’. The DM
algorithm, in which eigenvalues and eigenvectors of a
Markov matrix defining a random walk on the data are
computed, allows to both cluster non-linear input data
thanks to its mner classification properties preserving local
neighborhood relationships, but also to reduce the mput data
dimensionality i a space (3D concerning this paper) where
it is therefore possible to compute euclidean distances
between the objects to be analyzed [4,5]. To briefly describe
the CADS we are developing, the first step consists in
building a knowledge database involving many features
extracted from a set of well-known images; this is an 'off-
ling  procedure conducted once. These features are
represented by vectors of non-linear data acting as a
signature. In a second step, signatures are obtained from
unknown images and then compared with those in the
database;, this is an 'on-line' procedure that has to be
conducted each time a new image is processed.

The diffusion maps technique belongs to unsupervised
learning algorithms working only for given tramning points
with no straightforward extension for out-of-sample cases.
One of our previous work [6] focused on a way to get
around this problem and explained how unknown VSI may
be classified by considering the diffusion maps as a learning
eigenfunction of a data-dependent kernel. The Nystrom
formula [7] was thus used to estimate the diffusion
coordinates of new data. But even if the Nystrém formula
approach allowed to drastically limit the computational
workload, for the step of eigenvalues and eigenvectors
determination has a O(»®) complexity, the final
dimensionality reduction (DimR) result is unfortunately
constrained by an intrinsic property of DM. Indeed, with the
DM algorithm, the column sum of any eigenvector is always
zero and by the way it is directly impossible to compare the
projections i a 3D space of two different sets of data
points; this 1s what we will call later the “scaling effect”.
Moreover, for a given Markov matrix, the absolute values of
eigenvector coordinates are independent from the data order
(30 the order of rows in the matrix) but their sign do. And as
the software we are developing mainly deals with parallel
computation, the same data set 1s never processed in the



same order twice; this second effect is later called the
“rotation effect”.

In this paper, we propose a simple but efficient approach
allowing to further decrease the computational workload of
the out-of-sample extension of spectral graph theory
methods, while making it easier to compare new data sets
thanks to the use of “spy points™. These “spy points” come
from a first set considered as a reference, then are used to fit
the other sets in the same 3D space by rotation-scaling of
their coordinates. To illustrate our approach in a practical
way, we use data sets of feature vectors obtained from
image patches extracted in large VSI of follicular
lymphomas.

2. MATERIALS

VSI come from histological sections of four different
follicular lymphomas stained in the same laboratory
according to the Hematoxylin-Eosin-Safron protocol.
Images have been acquired by a digital scanner
(ScanScope CS; Aperio Technologies) at 20X with a
resolution of 0.5 um per pixel and stored in TIFF 6.0 file
format (compression 30%). For this study, histological
sections are split in squared areas (also called “patches™) of
size 100x100 pixels. Each area is then extracted at plain
resolution and stored as an uncompressed TIFF image. Tools
developed here are written in Python language with the help
of specialized modules (PIL: Python Imaging Library, SciPy
and mathplotlib).

3. METHODS
3.1. Features extraction

From each patch, statistical parameters based on color and
texture information are computed and embedded in a feature
vector. They are obtained as global measurements from the
RGB color components (reduced to 64 values) and from the
two first compenents (H, E) of the color deconvolution
specific to Hematoxylin and Eosin staming [8]. From any
given component, the computed features include the mean,
median, mode, Skewness and Kurtosis values, the 20%-
40%-60%-80% quantiles of its cumulated histogram and
13 Haralick parameters of texture in four directions, that is a
total of F=305 features (61 %5) per patch. Considering the
sparse numerical range of extracted features, the symmetric
Kullback-Leibler distance has been retained for its ability to
easily manage such values, while remaining fast to
implement. The distance between two vectors p.p; of
length F is then given by:

F
1 pr pzj
D (p P )=—Z P log|—Ll4p log (1.
KVTLT2) ol ?;

3.2. Dimensionality reduction (DimR)

In any classical CADS, one of the key components is a
visualization tool showing relationships between supervised
images, stored in a knowledge database, and new images
that are presented to the system. Typically, these relations
may be expressed as a connected graph m a 3D space where
one hopes to find distinctive clusters corresponding to
histological types or sub-types. It is therefore mandatory to
reduce dimensionality from F (F=305 in our application) to
just 3. With feature vectors containing non linear data, it 1s
not appropriate to perform a principal component analysis
(PCA). In papers [3,4] authors have shown that methods
based on Spectral Connectivity Analysis (SCA) such as
diffusion maps, involving eigenvalues and eigenvectors of a
normalized graph Laplacian, are well suited to non linear
data. Let X={x,x;,...x,} be a set of npatches that we
assimilate to a fully connected graph G, that means a
distance function 18 computed for each pair {x.x}. A n<n
kermnel P is obtained from a Gaussian function whose
coefficients are given by:

p(x,.,xf—wi]:}f)
with d(xi)= Z w(xi,xk) 3)
x5 EX
D x_,x_)
|kl
and w ( x, ,xj) =e ‘ (4).

In fact, p(x;.x;) may be considered as the transition kernel of
the Markov chain on G. In other words, p(x.x;) defines the
transition probability for going from x; to x; in one time step.
The eigenvectors ¢, of P, ordered by decreasing positive
eigenvalues, give the practical observation space axes. It
must be noticed that ¢, is never used since linked to the
eigenvalue A=1 (i.e. the data set mean or trivial solution).
The 3D projection is then achieved along (@1,2p:).
Choosing & m w(x,x;) 15 an empirical task which should
permit a moderate decrease of the exponential in
equation (4); some works [4] use the median value of all
Dirlx,x;) distances whereas other works [5] use the mean
distance obtained in the knearest neighbors from a subset
of X. We have retained the first solution.
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3.3. Out-of-sample extension

3.3.1. Nystrom formula
SCA techniques share one major characteristic that is to
compute the spectrum of a positive definite kernel. Tt is
known that the eigenvalue decomposition of a matrix
P € IR can be computed no faster than O(#n’); this limits
SCA techniques to moderately sized problems [9].
Fortunately the Nystrom extension, originally applied for
finding numerical solutions of integral equations, can be
used to compute eigenvectors and eigenvalues of a sub-
matrix formed by m columns of P randomly subsampled and
then extended to the remaining n-m columns [7]. Given an
nxn matrix P and an integer m<n. Let call P® the matrix
formed by m columns of P that is the graph Laplacian of a
set YcX with |F]=m. Y is then a training set The
orthonormal matrix of eigenvectors L% and their associated
eigenvalues in a diagonal matrix A® are classically
obtained from P™ by solving: PXU=A"{U"_ This step
has to be run once and then may be considered as an 'off-
line' procedure. The Nystrém formula allows to obtain the
approximate eigenvectors of all the set X by:

=2 Lp s

E n i[m] NM i

r
where A" and u® are the i diagonal entry and i column
of A® and U™ respectively. Py is a nxm sub-matrix of the

complete graph obtained from distances w(x.x). Its
computation 1s an ‘'on-line' procedure having to be
conducted for each new test set (X\Y). For a

3D visualization, the second to fourth columns are used (the
first one being the trivial solution).

3.3.2. “Linear Spy Points™ (LSP) approach

The DimR procedure achieved thanks to the diffusion maps
yields to a set of data points where the column sum of each
eigenvector 1s necessarily equal to 0. Therefore, each new
test run provides a set of coordinates that cannot be
compared to a previous computation. The approach explored
in this “linear spy points” section consists in simply run
each test with a set of 3 data points further used as a
reference. In the original 3D space &, 3spy points
corresponding to 3 patch images are selected and expressed
by AN Ya,24), B(X3,Y5,25) and C(Xe, ¥, Zo). Then, for each
new test run, these 3 patches are first added in the directory
where the other 'unknown' patches stand and the DimR
procedure 1s processed. The 3 spy pomnts become A'.B,C'
and are now expressed by A'(xayaz.), B'(reyezs) and
C'(xe,y0,20) in the new space &". If we assess that going from
A'B,C' to A,B,C 1s just a linear transform, thus any pomt i
& will be expressed from its corresponding element in &" by
a linear vectorial expression as in equation (6).

By using AB,C and A'B,C' coordinates m (6), the nine
matrix elements are easily found by resolving the nine
independent linear equations, thus providing the
trans formation matrix M between &" and &

a b ¢
X X X X X
= b - 6)
¥ ﬂy ¥y Cy Y
z a b ¢ |IF

4. RESULTS AND DISCUSSION
4.1. Nystrom formula

As the DM method preserves the local proximity between
data points, DM+ Nystrom thus allow to compare a new data
set of size n-m with a knowledge database of size m.
Fundamentally, this is not a real calibration process since the
n total points are embedded in a 3D space which is different
from both the space where the m points and the n-m points
were obtained. Moreover, the space properties depend on m.
Fig. 1 shows the Nystrém extension for #-m=1000 patches
applied on m=1000 references, compared with the raw
computation on the 2000 patches (patches come from breast
cancer images from the study cited in [6]). Fig. 2 shows the
same approach with 7-m=1500 points and m=500. In the
second case, it may be noticed that the red pomt cloud keeps
quite the same shape than the black point cloud but is
located much more far away from it than with m=1000.

4.2, “Linear Spy Points” approach

In order to test if a linear transformation matrix may be used
with DM, an artificial image I composed of texture samples
coming from the Brodatz database [XX] has been created.
At the begirming,  is processed as a whole and 3 spy pomts
are randomly selected under a constraint on a minimal
euclidean distance between them in the 3D reference space
&nr I is then split in 2 equal parts (f; and I;) which are
processed independently but with the set of spies, so
projected in 2 different 3D spaces & and &. Once the linear
transformation matrices are computed and applied on all
data points, & and & are supposed to match &, To better
represent this approach, spaces &, &' and &.; with their
own orthonormal coordinate system  (gi,ops) are
assimilated to RGB color cubes in which each point is
associated with a false color. A reliable calibration process
would be encountered if the two half colormaps obtain on
1,1, really match the colormap of I.
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Figure 1: 2000 true eigenvectors coordinates (black dots) vs
estimated coordinates obtained from 1000 points (red dots).

Figure 2: 2000 true eigenvectors coordinates (black dots) vs
estimated coordinates obtained from 500 points (red dots).

Figure 3 shows the main steps of the ZSP approach. Starting
from the original image /7 (top-middle), 7 is split in 2 parts
(arrows 1) [; and 4. [ is processed as a whole to obtain its
colormap Chy in &y (arrow 2). /; and I, are independently
processed (arrows 4) and their corresponding colormaps C';
and C; are respectively obtained in &; and &, The LSP
approach is applied to match & ; with & and & 2 with &y
(arrows 5). The 2 colormaps are combined (arrows 6) and
Cryp 18 compared to the C; (arrows 7). With an artificial
image such as the one we used here, the LSP approach
yields to a final colormap Cj+; that is visually close to the
reference C,. The mean value of all color differences
between Cj+ and Ciy is about 6%, with a maximal value of
21%.

Figure 3: Linear spy point procedure to calibrate 2 data sets
successively computed in a dimensionality reduction
scheme by the diffusion maps.

Not finished yet for follicular lymphomas (FL)... The
paper length needs also to be reduced to add results and
images for FL.

5. CONCLUSION

The linear spy point approach exposed in this paper is a first
answer to the problem of out-of-sample extension
encountered with dimensionality reduction methods such as
the diffusion maps. Unfortunately, for non-linear input data,
it cannot be a real solution. The next way that will be
explored is to work on a non-linear spy point approach
taking into account much more spy points whose
coordinates come from the Nystrém formula.

32



6. REFERENCES

[1] M. Oger, P. Belhomme, J. Klossa, IJ. Michels and
A. Elmoataz, “Automated region of interest retrieval and
classification using spectral analysis™, Diagnostic Pathology,
3(Suppl 1):517, 2008.

[2] P. Belhomme, M. Oger, I.J. Michels, B. Plancoulaine and
P. Herlin, “Towards a computer aided diagnosis system dedicated
to virtual microscopy based on stereclogy sampling and diffusion
maps”, Diagnostic Pathology, 6(Suppl 1): 53, 2011.

[3] R.R. Coifman, S. Lafon, A .B. Lee, M. Maggioni, B. Nadler, F.
Warner and S. Zucker, “Geometric diffusions as a tool for
harmonics analysis and structure defimtion of data: Diffusion
maps”, Proceedings of the National Acadeny of Sciences, 102(21),
PP. T426-7431,2005.

[4] M. Belkin and P. Niyogi, “Laplacian eigenmaps for
dimensionality reduction and data representation”, MNeural
Compuitation, vol. 15, pp. 1373-1396, 2003.

[5] R.R. Coifinan, S. Lafon, “Diffusion maps”, Applied and
Computational Harmonic Analysis, vol. 21, Issue 1, pp. 5-30,
2006.

[6] P. Belhomme, M. Oger, J.J. Michels and B. Plancoulaine, “Out-
of-sample extension of diffusion maps in a computer aided
diagnosis system. Application to breast cancer virtual slide
images”, Diagnostic Pathology, 8(Suppl 1): 59, 2013.

[7] C. Williams and M. Seeger, “Using the Nystrdm method to
speed up kemel machines”, Advances in Neural Information
Processing Systems, vol. 13, pp. 682-688, 2011.

[8] A.C. Ruifiock and D.A. Johnston, “Quantification of
histochemical staining by color deconvolution”, Anal Quant Cytol
Histol, vol. 23, pp. 291-299, 2001.

[9] D. Homrighausen and D.J. Mc¢Donald, “Spectral approxima-
tions in machine learmning”, 47Xiv:1107.4340, July 2011.

33



MULTI-SCALE DIRECTIONAL FILTERING BASED METHOD FOR FOLLICULAR
LYMPHOMA GRADING

Alican Bozkurt, A. Enis Cetin

Bilkent University
Department of Electrical and Eletronics Engineering
TR-06800, Bilkent, Ankara, Turkey

ABSTRACT

Follicular Lymphoma(FL} is a group of malignancies of lym-
phocyte origin that arise from lvmph nodes, spleen, and bone
marrow in the lymphatic system in most cases and is the sec-
ond most common non-Hodgkins lymphoma. Characteristic
of FL is the presence of follicle center B cells consisting of
centrocytes and centroblasts. One common way of grade FL.
images is an expert manually counting the centroblasts in an
image, which is time consuming. In this paper we present a
novel multi-scale directional filtering scheme, and utilize it to
classify FL images into differnet grades. Instead of counting
the centroblasts individually, we classify the texture formed
by centroblasts. We apply our multiscale-directional filtering
scheme in 2 scales and along 8 orientations; and use mean
and standard deviation of each filter output as features. For
classification, we use support vector machines with radial ba-
sis function kernel. We map the features into two dimen-
sions using linear discriminant analysis prior to classification.
‘When SVM parameters are optimized, this method achieves
100,0% 10-fold cross validation accuracy on a 270-image
dataset.

Index Terms— One, two, three, four, five

1. INTRODUCTION

Follicular Lymphoma(FL} is a group of malignancies of lym-
phocyte origin that arise from lymph nodes, spleen, and bone
marrow in the lymphatic system in most cases and is the sec-
ond most common non-Hodgkins lymphoma [1]. Character-
istic of FL is the presence of a follicular or nodular pattern
of growth presented by follicle center B cells consisting of
centrocytes and centroblasts. World Health Organization’s
(WHO) histological grading process of FL depends on the
number of centroblasts counted within representative folli-
cles, resulting in three grades with increasing severity [2]:

Grade 1 0-5 centroblasts(CBs) per high-power field (HPF)
Grade 2 6-15 centroblasts per HPF
Grade 3 More than 15 centroblasts per HPF

Therefore, accurate grading of follicular lymphoma im-
ages is of course essential to the optimal choice of treatment.
One commen way of grade FL images is an expert manually
counting the centroblasts in an image, which is time consum-
ing. Recently. Suhre proposed 2-level classification tree using
sparsity-smoothed Bayesian classifier, and reported very high
accuracies [3].

The dataset provided by [3] is also used in this paper. The
dataset consists of 90 images for each of 3 grades of Follicular
Lymphoma. In Follicular Lymphoma Grading problem, we
aim to grade microscope images according to their centroblast
counts. Instead of counting the centroblasts individually, we
try to classify the texture formed by centroblasts.

2. DIRECTIONAL FILTERING FRAMEWORK

Directional filtering is a new framework developed in this pa-
per. In this framework, we start with a given filter impulse
response fg with filter length N in one-dimension (1D) and
we wish to use fp to filter images in various directions. To do
50, we propose to create a set of filters obtained by rotating fo
along a set of angles parameterized by 6.

Instead of rotating fy by bilinear (or cubic) interpolation,
we use the following method: For a specific angle 8, we draw
a line { going through origin (! : ¥ = tan@z) and determine
the coefficients of the rotated filter f4(z, §) proportional to the
length of the line segment within each pixel (¢, 7), which is
denoted by |I; ;|. For odd N, f5(0) is exactly the center of
rotation, therefore value of fo(0) does not change in f5 (0, 0).
Therefore we take line segment in origin pixel |l o| as refer-
ence {| F'G| in Figure 1(b)). For 6 < 45°, |lgo| = L5, as-
suming each pixel is of unit side. For each pixel in column j in
the grid, we calenlate the fo(2,7) as fo(é,7) = fo(i) x ‘%OL“
This approach is also used in computerized tomography [4].

Calculating the line segment |I; ;| is straightforward. To
rotate the filter for # < 45° (which corresponds to N, < 1),
we place fo to the vertical center of a N x N grid, where
Cx (4, 7) and Cy (2, 7) are the coordinates of the center of cell
with horizontal index ¢ = 0,..., N — 1, and vertical index
7 =0,...,N — 1. Then we construct a line [ along the de-
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